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Abstract

Scott’s OT-LC minimal analysis time problem has been solved analytically and has been extended to thick-film and/or
large diameter columns. The optimisation analysis has also been applied to a number of relative performance indexes

2(C /t , C .d /t and C .u.d /t ) which provide a quantitative insight on the extent to which OT-LC allows tomax anal max anal max anal

combine short analysis times with a large concentration detectability.  2000 Elsevier Science B.V. All rights reserved.
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1. Introduction the stationary phase. However, and apart from the
practical coating problems [6,10,11], d is of course

Whereas capillary GC has nearly completely also limited by restrictions on the analysis time.
outstripped its packed column variant, the situation Finding a suitable compromise between the analysis
in LC is completely the opposite: the commercial time and the concentration detectability is a difficult
success of OT-LC lags far behind that of HPLC. problem which requires a careful compromise on the
This is mainly due to the small molecular diffusivity values of the design parameters d, d and k9 [12,13].
in liquids: to obtain comparable separation speeds, To increase the insight in the complex and strongly
the diameter (d) of OT-LC columns should be of inter-coupled relation between these design variables
about the same size as the micron particles typically and the resulting resolution, analysis time and con-
employed in HPLC [1,2]. Apart from the problems centration detectability, the present paper reports on
arising from the need for miniaturised (on-column) a systematic mathematical analysis of the theoretical
injection and detection systems [3,4], such narrow expressions for the analysis time and the concen-
columns inevitably have a very small mass load- tration detectability in OT-LC.
ability and a correspondingly small concentration First, the pure analysis time minimisation problem
detectability [5,6]. To alleviate this problem, a lot of is considered (Section 3). This problem has already
research efforts [7–9] have been directed towards the been addressed by Scott [14] for small d and for
increase of the surface area and the thickness (d ) of d5d , but it has not been considered yet foropt

columns with a large mass loadability, i.e. for
columns with a large, non-optimal diameter and/or*Corresponding author. Tel.: 132-2-629-32-51; fax: 132-2-629-
with a large stationary film thickness. As has already32-48.
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typical diffusion rates in liquid–liquid chromatog- distribution coefficient K of the first eluting com-1

raphy allow to envision phase volume ratio’s (m) of ponent of a given critical pair (k9 5 mK ). For a1

the order of unity without leading to an excessive cylindrical capillary, m is given by:
increase of the analysis time. This point will now be

2m 5 4f 1 4f (4)investigated under fully optimised k9-conditions, but
also by accounting for the undesirable thick-film The C-factor in Eq. (2) consists of two terms,
diffusion effects which occur when f 5 d /d . 0.1 respectively representing the mobile phase (C ) andm
[16]. In the second part of the paper, the optimisation the stationary phase (C ) mass transfer resistance:s
analysis is extended to a number of relative per-

2dformance criteria in which the need for concentrated,
]]]]9 9C 5 C 1 C 5 (C 1 C ) ? (5a)m s m s 2easily detectable peaks is balanced against the re- (1 1 k9) Dm

quirement of a short analysis time (C /t ,max anal
2 with:C .d /t , C .u.d /t ). A complete survey ofmax anal max anal

2all existing analytical solutions is made (Sections 91 1 6k9 1 11k
]]]]]9C 5 (5b)4–6), and the resulting optimal operating conditions m 192

are discussed (Section 7). The influence of the
andstationary phase diffusivity, represented by the pa-

rameter ´ (5D /D ), is considered as well. k9s m
]9C 5 ? Z, with:Unless otherwise stated, all presented graphs are s ´

29 2for a 51.01, R 51.25, D 51.10 m /s and m 5s s m 423 1 (1 1 2f) ln(1 1 2f)10 kg/(m.s). The mobile phase velocity has always
] ]]]]]]Z 5 ?F32 f(1 1 f)been adjusted such that the pressure drop exactly

equals DP5200 bar. In all the graphs, the presently
2 12f(1 1 f) 2 2 (5c)Gproposed analytical expressions are plotted together

with the results of a conventional numerical optimi-
Eq. (5c) represents the extended Aris-solution [17]sation study. The fact that both approaches yield
for the stationary phase mass transfer. Whereas thecompletely overlapping curves validates the ana-
more commonly used Golay-solution (cf. Eq. (5d)) islytical calculations.
restricted to so-called thin-film columns, the Aris-
solution (Eq. (5c)) also accounts for the undesirable
radial diffusion effects which become apparent when2. Theoretical chromatographic equations and
the film becomes so thick that it can no longer beperformance characteristics
regarded as a flat slab layer [16]. In view of the
present trend towards phase thickness ratio’s inAll calculations in the present study are based
excess of f 50.1 [7,9,10,18], and in order to main-upon the well-established theoretical equations for
tain a general approach, all the calculations in thethe resolution (R ), the HETP and the pressure drops present study are based upon Eq. (5c). It can(DP):
however easily be verified that Eq. (5c) reduces to

a 2 1 k9 Golay’s thin-film expression when f ,0.1:]s Œ]] ]]]R 5 ? N ? (1)s 4 (1 1 k9) 2Z(Z 5 f /3 (5d)tf

2Dm Throughout the text, the full Aris-solution and the]]HETP 5 1 2uC (2)u thin-film solution are continuously compared. This
allows to clearly delimit the range of validity of the32muNHETP

]]]]DP 5 (3) thin-film approximation.2d
Combining Eqs. (1–3), the mobile phase velocity

The retention factor k9 in Eq. (1) has been taken as u which can maximally be applied when a given
the product of the phase volume ratio (m) and the separation quality has to be achieved in a column
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with a given diameter and with a given maximal m r (a 2 1)1 m m30 sf s
]] ]] ]]] ] ]allowable pressure drop can be written as: C 5 ? ? ? 5 A ? (10)]max ŒMW 4.R k9 k92p s

]]]]]]21 DPd It should be noted that by consistently replacing N
] ]]u 5 ? 2 DS Dm by its relation to R , a and k9, all optimisations inC 64mNœ s s

the present study are performed on the basis of an]]]]]]]2D 9km equal resolution instead of on the basis of equal] ]]]5 ? u 2 1 , (6a)S D2C (1 1 k9) theoretical plate numbers. This approach avoids anyœ
a priori assumptions on the value of k9, N or the

with: column length.
2

DP(a 2 1)s 2]]]]u 5 ? d (6b)21024R mDs m 3. Optimising for a minimum analysis time

Eq. (6) shows the natural emergence of a dimension-
3.1. Optimising the film thickness ratio f (d andless number (u ), which will be used throughout the
k9 are freely selectable constants)present paper to represent the influence of d for all

possible combinations of DP, m, D , R , a in am s s
Minimising G (see Eq. (9b)) with respect to fcondensed manner.

yields the trivial solution:The two most important performance characteris-
tics considered in the present study are the analysis

9≠C≠G stime (t ) and the peak solute concentration (C ): ] ]]5 5 0⇔f 5 0 (11)anal max
≠f ≠f

N.HETP This condition is of course very unfavourable from]]]t 5 ? (1 1 k9) (7)anal u the mass loadability point of view.
m r 1 1 k9 m30 sf
]] ]] ]]C 5 ? ? (8)]]max 2 3.2. Optimising the column diameter d (f and k9ŒMW 9k 2pN

are freely selectable constants)
The expression for C has been taken from Tock etmax

al. [13,19]. Using Eqs. (1–3), and (6), it can easily As ≠G /≠d50 corresponds to ≠G /≠u 50 (Eq. (6b)),
be verified that Eq. (7) can be written as: the optimal column diameter is given by:

24 9≠G kRm s ] ]]]5 0⇔u 5 2 or:] ]]]t 5 1024 ? ? ? G (9a) 2anal 4 ≠uDP (1 1 k9)(a 2 1)s
2(1 1 k9)with: ]]]u 5 2 (12)opt 29k

2
u (1 1 k9)

Introducing this result into Eq. (6a), it follows]]]]]9 9G 5 (C 1 C ) ? (9b)m s 2 29uk 2 (1 1 k9) directly that the mobile phase velocity under u 5

u -conditions is given by:optAs will become clear, the expression for t nowanal

]has a form which is suitable to perform the desired
Dmoptimisation study: the expression is divided into an ]u 5 (13)œ Coptimizable part, G, containing the design parameters

d, k9 and f, and a non-optimizable part, containing This value is exactly equal to the u5u -velocityopt

the parameters m, DP, R and a . Replacing N via [20] marking the minimum of the (HETP,u)-relation-s s

Eq. (1), the C -expression in Eq. (8) can also be ship. Eq. (13) hence provides a direct analyticalmax

separated into a non-optimizable part (A) and an proof for the heuristic reasoning of Knox and Saleem
optimizable part (m /k9): [21,22], which has thus far only been confirmed
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numerically [20,23]. Replacing u by its definition in than 1 (let k9 vary between 0 and ` in Eq. (16)), it
Eq. (6b), and reintroducing the expression for N, it can easily be verified from Eq. (16) that:
can easily be verified that Eq. (12) in fact corre- ]Œ1 1 usponds to Giddings’ d -expression [24]:opt ]]9k 5 (19)min u 2 1

]]]
128mNDm
]]]d 5 (14) 3.4. Simultaneously optimising f and k9 (d is aopt œ DP

freely selectable constant)
Combining Eq. (14) with Eqs. (1) and (6b), it can

2 29easily be noted that the u.k /(1 1 k9) -group which A special case of Eq. (17) arises for f →0,
appears in Eq. (6a) can also be written as: representing the simultaneous optimisation of f and

k9. In this case, all the terms in F vanish. The2 29k d equation however remains of 4th order and the]]] ]]u 5 2 ? , (15)2 2(1 1 k9) d derivation of an analytical solution remains veryopt

cumbersome.
showing that the u-number can be interpreted as the
square of the number of times a given column

3.5. Simultaneously optimising d and k9 (f is adiameter is smaller or larger than d . The u-numberopt freely selectable constant)can also be interpreted in terms of Giddings’ [24]
critical pressure drop. According to the present

Considering all possible k9-values with their corre-analysis, this critical pressure drop corresponds to
sponding d -value, Scott has shown numericallyoptthe existence of a minimum u-value, arising from the
[14] that there exists a given k9-value for which thefact that the expression under the square-root sign of
analysis time is absolutely minimal. The presentEq. (6a) should be strictly positive. From Eq. (6a), it
analysis allows to establish an analytical proof forfollows directly that this restriction is given by: 2 29this. Putting u 5u 5 2(1 1 k9) /k in Eq. (17),opt

22 and dividing the result by (11k9) , yields:(1 1 k9)
]]]u . (16)2

2 39k 9 92 4 2 (19 1 3F )k9 2 22k 1 11k 5 0 (20)

3.3. Optimising the column retention factor k9 (d Eq. (20) holds for all possible values of f. As it is of
and f are freely selectable constants) 3rd order, it can be solved according to Appendix A,

with a , p and q given by:2Optimising G with respect to k9, the following 4th
101 1 9Forder equation in k9 is obtained:
]]]a 5 2 2, p 5 2 and2 99

2 (5 1 F ) 2 2(6 1u 1 F )k9 2 [60 1 7u
313 1 27F

2 3 4 ]]]q 5 2 (21)9 9 91 F(1 1u )]k 2 44k 1 11(u 2 1)k 5 0, 297
(17) With p and q known, a discriminant R can be

calculated (Eq. (A.4)). For small F, R.0 and Eq.with:
(20) has one real root (Eq. (A.5)). For large F, R,0

F 5 192Z /´ (18) and Eq. (20) has three real roots, obtained by,
respectively, putting n50, 1, or 2 in Eq. (A.6).9Eq. (17) can be used to directly calculate k for allopt
Considering for example the limiting case of f →0d, f and ´. As Eq. (17) is of 4th order, it can be
(put F50 in Eq. (21)), R.0 and Eq. (A.5) yields:solved analytically [25]. The resulting expression is

however very complex. It is in fact easier to calcu- 9k 5 2.69 (f → 0-case) (22)opt
9late k directly from Eq. (17) using a numericalopt

root-finding routine. Doing so, attention should be Eq. (22) constitutes an exact validation for Scott’s
9paid to the fact that the range of feasible k9-values numerical result (k 52.7, [14]). By replacing theopt

9has a sub-limit (k ). As u should always be larger factors 6, 11 and 192 by, respectively, 9, 51 /2 andmin
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210 in Eq. (5b), and by replacing the factor 32 by 12 the present study. Fig. 1d clearly shows that when
in Eq. (3), the above analysis can be repeated for ´50.5, the film thickness can be increased until
columns with a flat rectangular cross-section, yield- f 50.5 before this leads to a doubling of t (cf.anal

9ing k 52.47. dashed line). As f 50.5 corresponds to m53, it isopt

Fig. 1a clearly shows that the Scott-solution hence obvious that phase volume ratio’s of the order
9(k 52.69) no longer holds for large mass load- of 1 to 3 are perfectly feasible in OT–LC, providedopt

9ability columns: k strongly increases with f when that suitable coating methods can be developed. Thisopt

9f .0.1. With the present analysis, the exact k - confirms an early statement by Poppe and Kraakopt

values in this range can now be directly obtained [15]. As the data in Fig. 1d are for the full Aris-
9from Eq. (20). Whereas the k -curves in Fig. 1a solution, it has now been demonstrated that thisopt

strongly depend upon ´, a perfectly unified plot is statement still holds when accounting for the un-
9obtained when plotting the k -values versus the favourable thick-film diffusion effect. The value ofopt

ratio of C to C (Fig. 1b). Fig. 1b can hence be used m53 taken from Fig. 1d is even larger than thes

9to directly read out k for all possible combinations value of m51 put forward in Ref. [15]. This is dueopt

of f and ´. In Fig. 1c, the importance of separating a to the fact that the data in Fig. 1d refer to the fully
9 9critical pair at the k -values given by Eq. (20) is optimised case (i.e., k95k given by Eq. (20)).opt opt

9investigated by comparing the analysis time for k95 Taking Eq. (14), and inserting the k -valuesopt

92.69 to the analysis time for k95k (Fig. 1c). It can determined by Eq. (20), the fully optimised columnopt

*clearly be noted that, depending on the value of ´, a diameter (d ), i.e., the diameter yielding the small-opt

difference of up to 100% is obtained in the range of est possible analysis time for a given value of a ands

0.1,f ,l, which is precisely the range of interest of R , is obtained:s

9 9Fig. 1. (a) Minimal t -problem: variation of k with f for three different values of ´ (d5d -case). (b) Representation of the k -data ofanal opt opt opt

9 9(a) as a function of C /C. (c) Ratio of t (k952.69) to t (k95k ) versus f. (d) t versus f for the k -data represented in (a)–(b).s anal anal opt anal opt
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]]]]]]]]]]22 u ). It has also been verified that, for a given value of9(1 1 k )16(a 2 1) mDopts m
]]]] ]]] ]]* 9d 5 128 ? ? ? (23) f, k increases with decreasing ´. Fig. 2 also showsopt 2 2 optDP9R ks optœ 9that the k -values reach a limiting value for u .opt

29100. Considering a 5 mm column, with D 51.10m9It should be noted that, as k depends upon both f 2 23opt m /s, DP5200 bar, m 51.10 kg/(m.s) and R 5s*and ´, the d -value also depends upon f and ´ Theopt 1.25, Eq. (6b) shows that u .100 for all a .1.018.s9larger f, or the smaller ´, the larger the value of kopt The u 5`-limit is hence representative for most*(cf. Fig. 1a), and the smaller the value of d .opt present OT-LC applications. Putting u 5`, Eq. (17)
becomes:

3.6. Optimising the column retention factor k9 392 1 (7 1 F )k9 2 11k 5 0 (24)when d4dopt

As Eq. (24) is of 3rd order, it can be solved
With the present detector technology, the d5d -opt according to the Appendix, with:

optimisation presented in Sections 3.2 and 3.5 is
a 5 0, p 5 2 (7 1 F ) /33 andhowever not very practically useful. Whereas d for 2opt

a typical routine analysis requiring less than 100 000 mq 5 2 1/11 (25)
plates is of the order of 1 mm or even below, the
poor sensitivity of LC detectors typically limits the For all F, the positive real root of Eq. (24) is given
present state-of-the-art to columns of about 5 mm by Eq. (A.6) with n50. Fig. 2 clearly shows that,

9[6]. The calculation of k for columns with a although Eq. (24) is strict mathematically only validopt

diameter which is (much) larger than d is therefore when u 5`, it provides an excellent approximationopt

9of a more practical importance. Due to the derivation for the exact k -values from u 5100 on. Consider-opt

in Section 3.3, this now simply comes down to ing for example the f →0-limit, F can be put to zero
9solving Eq. (17) with the appropriate u-value. The in Eq. (25), and Eq. (A.6) yields k 50.914 (cf. Fig.opt

9results are plotted in Fig. 2, showing that k 2). From Eq. (25), it can easily be verified that theopt

9continuously decreases with increasing d for a given k 50.914-result is a sufficiently close approxima-opt

9value of f and ´. It can also be noted that k tion for all combinations of f and ´ for whichopt

increases with increasing f for a given value of d (or F <7.

9Fig. 2. k vs. u for four different values of f (´50.5) The dashed lines refer to the u 5`-limit solution given by Eq. (24).opt
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4. Simultaneous optimisation of C and t 4.3. Optimising the column retention factor k9max anal

when d4dopt

From Eqs. (9) and (10), the ratio of C to tmax anal

can be written as: As for Eq. (17), a special case of Eq. (28) is
obtained for its u 5`-limit. Putting u 5`, Eq. (28)

5C m r 1 DP (a 2 1) mmax 30 sf reduces to:]] ]] ]] ]] ]]] ]5 ? ? ? ?] 2 5Œt MW 32m k92p 64 Ranal s 2 39 91 2 (17 1 F )k 2 22k 5 0 (29)
2 291 uk 2 (1 1 k9)

]]] ]]]]]? ? (26) This is a 3rd order equation, which can be solved29 9C 1 C u (1 1 k9)m s according to the Appendix. It can be verified that the
positive real root of Eq. (29) is given by Eq. (A.6),From Eq. (26), it can easily be noted that the
with either n50, 1 or 2 (depending on the value ofoptimisation procedure adopted in Section 3 can also
F ). It was found that, for all F, Eq. (29) provides abe applied to C /t . Performing this optimisationmax anal
sufficient approximation for all u .100. The F50-analysis is a useful exercise, because the C /t -max anal
solution is given in Section 7.ratio is a measure for the ability of a column to

generate concentrated, easily detectable peaks in a
4.4. Simultaneously optimising d and k9 (f is ashort time. Separating Eq. (26) into an optimisable
freely selectable constant)and a non-optimisable part, the following goal

function (G ) is obtained:
2 29Putting u 5u 52.(11k9) /k in Eq. (28), andopt2 2 29m uk 2 (1 1 k9) dividing the obtained polynome by (11k9) , the]]] ]]]]]G 5 ? (27)2k9(1 1 k9) following 3rd order equation in k9 is obtained:9 9(C 1 C )um s

2 39 93 1 2(6 1 F )k9 1 (5 2 F )k 2 22k 5 0 (30)
4.1. Optimising the column diameter d (f and k9

are freely selectable constants) Eq. (30) is valid for all f, and can be solved
according to the Appendix. For small F, R is positive

As C does not depend upon u, it is obvious that and Eq. (A.5) applies. When F is large, Eq. (A.6)max

the goal function in Eq. (27) has the same u-depen- 9applies. The thus obtained k -value should then beopt
dency as the goal function in Section 3. The d - inserted into Eq. (23) to find the correspondingopt

value for the C /t -optimisation is hence also d -value.max anal opt2 29given by u 5 2.(1 1 k9) /k , and the optimalopt

mobile phase velocity remains given by Eq. (13). 4.5. Optimising the film thickness ratio f (d and
k9 are freely selectable constants)

4.2. Optimising the column retention factor k9 (d
Maximising G with respect to f yields:and f are freely selectable constants)

29≠G 1 1 6k9 1 11k ZMaximising the goal function in Eq. (27) with F G] ]]]]] ]5 0⇔ 1 k9 ? (1 1 2f)
≠f 192 ´respect to k9 yields:

k9 dZ
2 ] ]5 f(1 1 f) ? ? (31)91 1 2(7 1 F )k9 1 (64 1u 1 5F )k ´ df

3 49 91 4(28 1 F )k 1 [83 2 17u 1 (1 2u )F]k Considering the full Aris-expression for Z, Eq. (31)
5 cannot be solved analytically because of the presence91 22(1 2u )k 5 0 (28)

of a logarithm. Adopting the double thin-film ap-
2As Eq. (28) is of 5th order, an analytical solution proximation (Z(Z 5f /3 and m(4f), an ana-tf

does not exist [25]. When accounting for Eq. (19), lytical solution can however easily be obtained.
9k can however easily be found numerically. Using this approximation, Eq. (31) becomes:opt



30 G. Desmet, G.V. Baron / J. Chromatogr. A 867 (2000) 23 –43

2 2 trivial problem, because the equations for ≠G /≠u 5091 1 6k9 1 11k f
]]]]] ]f 5 f ⇔ 1 k9 and ≠G /≠f 50 are uncoupled. This implies that Eqs.opt 192 3´

(31)–(34) are valid for each column diameter, and
2

f hence also for d5d .opt]5 2k9 ? (32)3´

Or: 4.7. Simultaneously optimising f and k9 (d is a
]]]]]]2 freely selectable constant)91 1 6k9 1 11k
]]]]]f 5 3 ? ? ´ (33)opt œ 192k9

The simultaneous optimisation of f and k9 re-
Eq. (33) is valid for all d and k9. Although it is a quires the simultaneous solution of Eqs. (28) and
very simple expression, it remains very accurate (to (31). Again, an analytical solution does not exist
within 1.5%) over the entire range of ´-values. In because of the presence of a logarithm (via Z) in Eq.
Section 7 (Fig. 6b), it is shown that the exact (31). However, as Eq. (33) very accurately approxi-1 / 2
f -values perfectly coincide with the f -lineopt mates Eq. (31), it is obvious that the Z5Z - andtfpredicted by Eq. (33). The fact that Eq. (33) remains m54f-approximation can also be used to establish
accurate in the ´.0.1-range is surprising, because an approximate analytical expression for the present
the f -values in this range are also larger than 0.1,opt 9 9problem. Noting that k9.≠C /≠k95C , and intro-s simplicating that Z can no longer be approximated by ducing the approximate f 5f -condition asoptZ , and also implicating that m can no longer betf 9 9C (C (cf. Eq. 34), the optimisation of G withs mapproximated by m(4f. The surprising accuracy of respect to k9 for f 5f can be approximated as:optEq. (33) can be understood by noting that it is the

2 2 3 2result of two different approximations who both have 9 92[(1 1 k9) 1uk ] 5 [2(1 1 k9) 1u(1 1 k9)k ]
a nearly equal, but opposite effect on C /t :max anal

2 9≠Ck9 mconsidering m(4f instead of m54f 14f leads ] ]]? ? 1 1 (35)F G9C ≠k9mfor large f to an underestimation of C , while itmax

has no effect upon t ; whereas approximating Z byanal 9Replacing C by Eq. (5b) shows that Eq. (35) is ofmZ leads for large f to an underestimation of t ,tf anal 5th-order in k9 and can hence only be solved with a
but has no effect upon C .max root-finding numerical routine [25]. It should be

Considering Eq. (5b), and considering that the
noted that Eq. (35), which is only an approximate

thin-film approximation (i.e., Z5Z ) can be writtentf expression, no longer depends upon ´. This however29as C 5 k9.f /3.´ (cf. Eq. (5d)), Eq. (33) becomes:s does not affect its validity: it has been found that the
9 9C 1 C C 1 C 9k -values predicted by Eq. (35) typically deviate bym s m s opt]]] ]]]f 5 f ⇔ 5 5 2, or:opt no more than 2.5% from the values obtained by9C Cs s

numerically solving the exact Eqs. (28) and (31). ItC 5 C (34)s m 9has also been found that the k -values for theopt
Eq. (34) shows that, for all d and k9, the C /t - C /t -optimisation reach their u 5`-limit frommax anal max anal
ratio reaches its maximum when the stationary phase about u 5500 on (see e.g., Fig. 9). Putting u 5` in
mass transfer resistance exactly makes up 50% of the Eq. (35), a 3rd order equation in k9 is obtained:
total mass transfer resistance. This result is similar,

2 39 91 2 k9 2 23k 2 33k 5 0 (36)but not identical, to a numerical result obtained by
Tock et al. [13] for the maximisation of the mass

According to the Appendix, Eq. (36) can be solvedloadability under the constraint of a maximally
9to yield k (0.17 (Eq. (A.6) with n50).optallowable analysis time (see also Section 6.2).

4.6. Simultaneously optimising f and d (k9 is a 4.8. Simultaneously optimising f, d and k9

freely selectable constant)
2 29 9Putting u 5u 52(11k9) /k , and replacing Copt m

The simultaneous optimisation of f and d is a with Eq. (5b), Eq. (35) becomes:
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2 39 95 1 23k9 1 12k 2 33k 5 0 (37) given value of k9, the d -value for the C d /t -opt max anal
]Œoptimisation is exactly 3 /2 times larger than theThis is a 3rd order equation in k9, whose real positive

d -value for the t - or the C /t -optimisation.opt anal max anal9root is given by k 51.27 (via Eq. (A.5)). Althoughopt This result also has its impact on the optimal mobileEq. (37) is only an approximate expression (because
9phase velocity (u ). Starting from Eq. (3) andoptit is based upon Eq. (35)), it is shown in Section 7

replacing d by its optimal value given in Eq. (40),that it remains an excellent approximation over the
9the following expression for u is obtained:opt9entire ´-range. Introducing the k 51.27-result intoopt

*Eq. (23), the fully optimised d -value (i.e., d ) is 932mu NHETPopt opt opt
]]]]] 9DP 5 ⇔u HETP 5 6D (41)*obtained. This value differs from the d -value for opt mopt 192mNDmthe analysis time minimisation problem (see Fig. 6d), ]]]

DP
9because the corresponding k -values are different.opt

Replacing HETP by its relation to the mobile phase
velocity, Eq. (41) yields:

5. Simultaneous optimisation of C , themax 2Dmcolumn diameter, and t ]]9 9anal u . 1 2Cu 5 6D or:S Dopt opt m9uopt

]]When considering radial, on-column optical de- 2Dm
]]9u 5 (42)tection methods, the S /N-ratio is, apart from C , optmax œ C

also proportional to the column diameter, because
Eq. (42) shows that when a maximal C d /t -the latter is a direct measure for the optical path max anal

value is pursued, the column should no longer belength. To represent the simultaneous optimisation of
operated at the minimum of the (HETP,u)-curve, i.e.C , d and t , the ratio of C d /t is consid-max anal max anal 1 / 2at u5u 5(D /C) , but at a velocity which isered. Starting from Eq. (27), and using Eq. (6b) to opt m

]Œexactly 2 times larger.write d as a function of u, the corresponding G-
function can be written as:

2 5.2. Optimising the film thickness ratio f and the9m 2 1 2 2k9 1 (u 2 1)k
]]] ]]]]]]]G 5 ? (38) column retention factor k93 / 2k9(1 1 k9) 9 9(C 1 C )um s

It can easily be verified that the G-function in Eq.5.1. Optimising the column diameter d (f and k9
(38) has the same f-dependency as the G-functionare freely selectable constants)
in Section 4. This implies that the f -value for theopt

C d /t -optimisation is also given by Eqs. (31–Maximising the G-function given in Eq. (38) with max anal

34). The simultaneous optimisation of d and f isrespect to u yields:
again trivial, because the equations for ≠G /≠u 50

29≠G k and ≠G /≠f 50 remain uncoupled.
] ]]]5 0⇔u 5 3 ⇒u2 opt≠u The G-function in Eq. (38) also has the same(1 1 k9)

k9-dependency as the G-function in Section 4. The2(1 1 k9)
9k -values for the C d /t -optimisation are hence]]]5 3 ? (39) opt max anal29k also given by Eq. (28), and the solution for large u

given by Eq. (29) is also still valid. The approximateEq. (39) is similar to Eq. (12), but the numerical
solution for the simultaneous optimisation of f andconstant now equals three instead of two. As a
k9 (Eq. (35)) also remains valid.consequence, the factor 128 in Eq. (14) becomes a

factor 192:
]]] 5.3. Simultaneously optimising d and k9 (f is a
192mNDm freely selectable constant)]]]d 5 (40)opt œ DP

Comparing Eq. (40) with Eq. (14) shows that, for a The simultaneous optimisation of d and k9 is
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2 29slightly different from the corresponding case in k9) /k , corresponding to the minimum of G (i.e.,
Section 4. This is due to the appearance of a factor G 50), and one, given by u 5` and corresponding to
three instead of two in the expression for u . the maximum of G (G ):opt max

2 29Putting u 5u 53(11k9) /k in Eq. (28) yields:opt
29m k

2 3 ]]] ]]]]G 5 G 5 ? ⇔u 5 ` (48)9 92 1 (6 1 F )k9 2 (6 1 F )k 2 22k 5 0, (43) max 3 / 2(1 1 k9) 9 9(C 1 C )m s

The real positive root of Eq. (43) is, depending on F,
The latter condition is however not practically usefulgiven by either Eqs. (A.5) or (A.6).
because it leads to infinite analysis times. Now,
plotting G versus u for a number of different

5.4. Simultaneously optimising f, d and k9
conditions, it was found that G always increases
rapidly with u when u is small, but that the rate of2 29 9Putting u 5u 53(11k9) /k , and replacing Copt m increase gradually drops to zero when u is larger

by Eq. (5b), Eq. (35) becomes:
than 50 to 100. This implies that a sufficiently large

2 3 fraction of G is already reached at relatively smallmax9 93 1 11k9 2 k 2 33k 5 0, (44)
values of u. Also considering that t increasesanal

dramatically when u .100, an optimisation schemefrom which (via Eq. (A.5)):
is proposed which is based upon a sub-optimal u-

9k 5 0.669 (45)opt value, i.e. a value at which G reaches a given (large)
fraction of its maximum (G ). Investigating a largemaxThis result is validated in Section 7 (Fig. 6a). Slight
variety of different conditions, it was found that adeviations occur when ´.0.1. This is due to the fact
value of G /G 52/3 yields a good compromisemaxthat Eq. (45) is based upon Eq. (35), which is only 2between a large C .u.d /t -value and a reason-max analan approximate (but very accurate) expression.
able analysis time. Dividing Eq. (46) by Eq. (48),
the following expression for the G /G 52/3-con-max

dition is obtained:
6. Simultaneous optimisation of the mass flow-
rate and tanal G 2

]] ]5 ⇔uopt3GmaxIt is also possible to optimise the ratio of the mass
2 22 1 (1 1 k9) (1 1 k9)flow-rate (|C ud ) to the analysis time. This ismax ]]]] ]]] ]]]5 ? (4.22 ?2 / 3 2 2especially relevant for mass-flow sensitive detectors 2 9 9k k

]S D1 2[26]. Similar to the derivation of Eq. (38), the 3
2optimisation of the ratio of C .u.d /t can bemax anal (49)

rewritten in terms of a dimensionless goal function
G : Comparing the numerical constant in Eq. (49), with

2 2 3 / 2 the numerical constants in Eqs. (12) and (39), a9m 2 (1 1 k9) 1uk
]]] ]]]]]]G 5 ? (46) certain numerical order and logic (cf. Table 1) can beS D9 9k9(1 1 k9) (C 1 C )um s discerned when passing from the C /t -optimi-max anal

sation (constant52), over the C .d /t -optimi-max anal6.1. Optimising the column diameter d (f and k9
2sation (constant53), towards the C .u.d /t -op-max analare freely selectable constants)

timisation (constant(4).

Differentiating G with respect to u, it is found that:

2 2 6.2. Optimising the film thickness ratio f (d and9≠G 2 (1 1 k9) 1uk
] ]]]]]]5 0⇔ 5 0 (47) k9 are freely selectable constants)2≠u u

Eq. (47) has two solutions. One, given by u 5(11 Optimising G (Eq. 46) with respect to f yields:
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Table 1
Optimization rules for the different investigated criteria

b9Criterion u u (C /C) f kopt opt s opt opt opt

]2 D(1 1 k9) m
]] ]t 2 ? C /C→0 f →0 2.69anal s2 œ C9k

]]]]]]2 29D(1 1 k9) (1 1 6k9 1 11k )m
]] ] ]]]]C /t 2 ? 1/2 3 ? ´ 1.27max anal 2 œœ C 192.k99k

]]]]]]]2 29D(1 1 k9) (1 1 6k9 1 11k )m
]] ] ]]]]C .d /t 3 ? 2 ? 1/2 3 ? ´ 0.669max anal 2 œœ C 192.k99k

]]]]]]]2 29D(1 1 k9) (1 1 6k9 1 11k3m2 a ]] ] ] ]]]]C .u.d /t 4.22 ? 3.22 ? 1/3 ? ´ 0.439max anal 2 œœ C 2 192.k99k

a The factor 4.22 in the u -expression is the result of the arbitrary choice of G /G 52/3 (cf. Eq. (49)). Selecting a factor of four insteadopt max

of 4.22 could be considered as well. In this case, the different factors in the u -expressions would form a perfect geometric series. Takingopt
2 2 1 / 29u 54(11k9) /k , the corresponding u -value would be given by (3D /C) .opt opt m

b 9The represented k -values are for the d5d - and f 5f -case.opt opt opt

2 9 9C 1 C9≠G 116k9111k Z 3´ 1m sF G] ]]]] ] ] ]]] ]50⇔ 1k9 ? ?(112f) f 5 f ⇔ 5 3 or: C 5 ? C (53)opt s m9≠f 192 3´ k9 C 2s

3 dZ 2
] ] Eq. (53) shows that when a maximal C ud /t -5 f(11f) (50) max anal2 df

ratio is pursued, f should be selected such that
C /C51/3, instead of according to the C /C51/2-Eq. (50) only differs from Eq. (31) by the presence s s

condition for the C /t - and the C .d /t -of a factor 3 /2 on its right hand side. Just as for Eq. max anal max anal

maximisation. Just as Eq. (34), Eq. (53) is only exact(31), a very accurate approximate solution for Eq.
when f is small enough to justify the thin-film(50) can be established by considering the Z5Z - opttf
approximation (i.e., when ´#0.1). When ´.0.1, theand m54f-approximation. In this case, Eq. (50)
optimal C /C-value is slightly larger than 1/3 (seereduces to: s

Fig. 6d). The C /C51/3-result corresponds exactlys2 21 f f2 to the optimisation rule numerically obtained by] ] ]9? (1 1 6k9 1 11k ) 1 k9 ? 5 k9 ? (51)192 3.´ ´ Tock et al. [13]. The fact that an identical optimi-
sation rule is obtained, despite of the fundamentalFrom Eq. (51), the (approximated) optimal f-value
difference between the presently considered optimi-can be directly obtained:
sation problem (t is free) and the problem consid-anal]]]]]]]2 ered by Tock et al. (t is imposed), is a clear93 (1 1 6k9 1 11k ) anal

] ]]]]]f 5 ? ? ´ (52)opt indication for the universal character of this rule. Theœ2 192k9
link between both problems will be further investi-

The accuracy of Eq. (52) is better than 2% over the gated in a following study.
entire ´-range (see Fig. 6b). The reason for this
excellent accuracy is identical to the reason for the
excellent accuracy of Eq. (33). Comparing Eq. (52) 6.3. Optimising the column retention factor k9 (d
with Eq. (33) shows that the f -value for the and f are freely selectable constants)opt ]2 ŒC ud /t -optimisation is exactly 2 timesmax anal

smaller than for the C /t - or the C d /t - Maximising G with respect to k9 yields a 5th ordermax anal max anal

optimisation. Similar to Eq. (32), Eq. (51) can also equation which has to be solved with a numerical
9 9be rearranged in terms of C and C : root-finding routine, and by accounting for Eq. (19).m s
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6.4. Optimising the column retention factor k9 7. Discussion of the optimisation rules
when d4dopt

7.1. Variation of C /t with d, f, and k9max anal

An analytically solvable expression for the maxi-
misation of G with respect to k9 only exists for the Fig. 3a shows the gain in C /t under opti-max anal

u 5`-limit. In this case, a 3rd order equation in k9 is mised d-, f-, and k9-conditions. To obtain a plot
obtained: containing all combinations of d, a , R , D , m ands s m

DP, the C /t -values are normalised by dividing2 3 max anal9 94 1 (6 1 F )k9 2 (28 1 F )k 2 44k 5 0 (54) them by the largest possible C /t -value, i.e., themax anal

9value for k95k , f 5f and u 5u 56.4. TheThe feasible root of Eq. (54) is given by Eq. (A.6), opt opt opt

data in Fig. 3a are for ´50.5 (´5D /D ), but it haswith, depending upon the value of F, either n50 or s m

been verified that fully similar curves are obtainedn51. Considering typical values of ´50.1 and f 5
23for all relevant ´-values (10 #´#1). Fig. 3b90.1, this yields k 50.44.opt

shows the curves of Fig. 3a, after division by the
values of curve (d). After this transformation, curve6.5. Simultaneously optimising d and k9 (f is a
(d) is reduced to a horizontal line with value unityfreely selectable constant)
(Fig. 3b) and the other curves directly show the

2 2 decreased performance caused by the use of a non-9Replacing u by u 54.22(11k9) /k in Eq. (46)opt
fully optimised set of f- and k9-values. The impactand optimising the resulting expression with respect
is obviously most significant when the column isto k9, the following 5th order equation is obtained:
operated near its efficiency limit (i.e., when u →1).

2 39 9 9 9 On the other end of the u-domain, all performance[1 1 k9 1 (2u 2 1)k 1 (u 2 1)k ](C 1 C )m s

curves tend to a limiting value from about u 51009 9≠(C 1 C )3 m s2 2 2] ]]]]9 9 on.5 (k9 1 k )[uk 2 (1 1 k9) ] (55)2 ≠k9
Apart from the strong variation in the u-domain,

the C /t -values also vary strongly in the f-6.6. Simultaneously optimising f and k9 (d is a max anal

domain (Fig. 4). This means that the selection of anfreely selectable constant)
appropriate film thickness is as important as the
selection of an appropriate column diameter. Plots ofFrom the excellent accuracy of Eq. (53), it follows

2the variation of C d /t and C ud /t with fthat the simultaneous optimisation of f and k9 can max anal max anal

were found to be completely similar to Fig. 4.be very accurately represented by combining Eqs.
Although Figs. 3 and 4 clearly demonstrate the9(53) and (55). Dividing Eq. (55) by C , puttings

importance of optimised f- and d-values, it should9 9 9C 51/2C (Eq. 53), and noting that k9≠C /≠k95s m s
be noted that f and d can generally not be freely9C , yields:s
selected. This is due to practical limitations, such as

2 3 29 9 92[1 1 k9 1 (2u 2 1)k 1 (u 2 1)k ] 5 (k9 1 k ) the lack of adequate coating techniques [4–6], and
such as the obligation to use supra-optimal column9≠Ck9 m2 2 ]]]9[uk 2 (1 1 k9) ] ? 1 1 (56)F G diameters to cope with the insufficient sensitivity of9C ≠k9s
LC detectors [1,7,8]. With f and d constrained, the

This equation is of 4th order in k9, and should hence retention factor k9 becomes the most important
preferably be solved numerically. design variable. The steep curve slopes in Fig. 5

clearly show the large gain which can be obtained by
96.7. Simultaneously optimising f, d and k9 selecting k9 close to the k -value given by Eq. (17).opt

Fig. 5 shows that for a u 5281 column, the C /max
2 29Putting u 5u 54.22(11k9) /k , Eq. (56) re- t -ratio can be increased by a factor of 8.4 asopt anal

mains of 4th order. Numerically solving it, this compared to a separation at k953. As the shift from
9 9 9yields k 50.439 for all ´#0.1. When ´.0.1, k k953 to k95k also brings about a small (andopt opt opt

becomes slightly larger (cf. Fig. 6a). hence easily tolerable) increase of t (factor ofanal
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9Fig. 3. (a) Normalised C /t -values versus u for ´50.5 and for four different cases: (a) k953 and f 50.1, (b) k95k and f 50.1, (c)max anal opt

9 9k953 and f 5f and (d) k95k and f 5f . (b) Representation of the data of (a) as [C /t (u, k9, f)] / [C /t (u, k , f )]opt opt opt max anal max anal opt opt

versus u.

1.35), the increase of C /t with a factor of 8.4 mm-columns. Plots of the variation of C .d /tmax anal max anal
2in fact corresponds to an even larger increase of C and C .u.d /t with k9 were found to be com-max max anal

(factor of 11.3). Considering that it are especially pletely similar: the curve slopes are nearly equally
detection problems which form the bottleneck of steep and the optima also lie in the range of k950.3
OT-LC, this is an advantageous feature. It was also to 0.5.
found that the slope of the curves becomes steeper
with increasing u. The advantage of working around 7.2. Influence of D /Ds m

9k is hence most important when d4d , aopt opt

condition which holds for most separations in 5 Fig. 6 has been established to obtain a better
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Fig. 4. C /t versus f (d5d , ´50.5).max anal opt

insight in the difference between the pure minimal selecting f such that C /C50.01 for each ´-values

t -criterion and the relative criteria C /t , (cf. Fig. 6d). Although it does not correspond to theanal max anal
2C d /t and C ud /t . All presented data mathematically exact condition (i.e., t is minimalmax anal max anal anal

9correspond to the fully optimised case: for each when C →0), this condition at least yields f- ands

9considered ´-value, the corresponding k95k , f 5 C -values which are not insignificantly small,opt max

f and u 5u -values were used. Fully similar while the corresponding t -values are only slightlyopt opt anal

graphs are however obtained when k9, u and/or f larger (about 1%) than the exact minimal analysis
are kept at a non-optimal value. It should be noted times.

9that all case (a)-curves have been obtained by Fig. 6a clearly shows that k shifts to everopt

Fig. 5. C /t versus k9 for a given set of non-optimized, but typical state-of-the-art column parameters (d55 mm and f 50.1) and formax anal

a 51.03 (u 5281.2).s
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Fig. 6. Optimisation characteristics for the minimization of t (case a), the maximisation of C /t (case b), the maximization ofanal max anal
2 9C d /t (case c) and the maximisation of C ud /t (case d): (a) k versus ´ (d5d and f 5f ), (b) corresponding f -values, (c)max anal max anal opt opt opt opt

corresponding d -values (d 5d .f ), (d) corresponding C /C-values, (e) corresponding d -values, (f) variation of C /t ,opt opt opt opt s opt max anal
2 1 / 2C d /t and C ud /t with ´ (dashed lines represent ´ -dependency).max anal max anal

2smaller values when passing from case (a) to case and (52). Fig. 6d clearly shows that C ud /t ismax anal

9(d). As can be noted, the exact k -values can be optimal around C /C51/3, while the two otheropt s

very well approximated by the analytical expressions relative performance criteria reach their optimum
of Sections 3–6. Fig. 6b and c clearly show that f around C /C51/2. Whereas the presented C /C-opt s s

1 / 2 9and d exactly vary according to ´ for all three curves are for k95k , it has been verified that fullyopt opt

considered criteria. This confirms the accuracy of the similar curves are obtained for other, non-optimal d-
approximated analytical results given by Eqs. (33) and k9-values. The slight increase of the optimal
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C /C-values when ´.0.1 can be explained by the In order to unify all possible combinations of d, a ,s s

fact that the f -values in this range are also larger R , D and DP , the data in Fig. 7a have beenopt s mol max

than 0.1. As a consequence, the quadratic term in m normalised with respect to the absolute minimal
2(m54f 14f ) starts to dominate. Apparently, this analysis time, i.e., the time obtained for u 5u inopt

positive effect on the detectability more than out- case (a). In Fig. 7b, the t -data of Fig. 7a areanal

weighs the corresponding increase of t . Hence, transformed by dividing them by the values of curveanal

the net result of the thick-film effects is that they (a). According to this procedure, curve (a) and (e)
shift the optimum conditions towards a larger become straight, horizontal lines, and the other
stationary phase mass transfer contribution. The curves directly show the relative increase in tanal

consistent increase of d (Fig. 6e) when passing when adopting one of the relative performanceopt

from case (a) to case (d) is in agreement with the criteria, In a similar way, the C -curves of Fig. 8amax

increasing importance which is attributed to the have been transformed into the relative curves of
amount of mass which passes the detector per unit of Fig. 8b. It should also be noted that, similar to Fig. 6,
time in the corresponding optimisation criteria. It is the C -values for curve (a) have been obtained bymax

however surprising that the different d -values considering C /C50.01 instead of the mathematical-opt s

differ by no more than a factor of three. Fig. 6f ly exact condition of C /C→0. The perfect co-s

shows that the fully optimised performance ratio’s incidence of curves (b) and (c) in both Figs. 7 and 8
1 / 2vary according to ´ when ´#0.1. When ´.0.1, can be explained from the discussion in Section 5.2

the ´-dependency is even slightly stronger. Similar to (see also Fig. 9).
Fig. 6d, this reflects the fact that the increase of t Considering a given u-value, Fig. 7b clearly showsanal

caused by the thick-film diffusion effect is less that the C /t -optimisation increases the analysismax anal

important than the increase of C originating from time with about a factor of two to five as comparedmax

the domination of the second order term in m54f 1 to the minimal analysis time for that given u-value.
24f . Fig. 6f hence provides a clear quantitative This increase in t is however rewarded by a largeanal

argument for the development of coating strategies increase (a factor of about 15 to 30) in C . Fig. 8bmax

[6,10,11] yielding large stationary phase diffusion also clearly shows that curves (b) and (c) are in fact
rates. already very close to curve (e), representing the

C -values which can maximally be obtained whenmax

7.3. Absolute C - and t -values under t is allowed to be ten times as large as themax anal anal

optimized conditions minimal analysis time for that given u-value. Consid-
2ering the t -values under optimised C .u.d /anal max

As the performance criteria identified in Sections t -conditions (d-curves), it is surprising to note thatanal

4–6 are only relative measures, it has to be verified they are much smaller than for the optimal C /max

whether they do not reach their optimum at un- t -conditions. The corresponding gain in C isanal max

allowably large t - or at insignificantly small C - however also smaller (gain factor maximally of theanal max

values. In Figs. 7 and 8, the absolute t - and order of ten, see curve d – Fig. 8b).anal

C -values under fully optimised C /t -, In general, it can be concluded from Figs. 7 and 8max max anal
2C d /t - and C ud /t -conditions are com- that all three considered optimisation criteria lead tomax anal max anal

pared to the case in which f and k9 are optimised ‘reasonable’ absolute t and C -values, i.e. theanal max

with the single aim of minimising t (curve a) and corresponding optimisation rules yield a substantialanal

to the case in which f and k9 are optimised with the increase in detectability without leading to impracti-
single aim of maximising C (curve e). For the cally large analysis times. It should be noted that,max

latter case, a restriction on the analysis time had to whereas Figs. 7 and 8 are for ´50.1, fully similar
be imposed in order to avoid infinite analysis time curve sets are obtained for all other practical ´-
results. Curve (e) therefore refers to the case in values. The above conclusions hence hold for all
which, for each value of u, C is maximised while values of ´. It has also been verified that a similarmax

2keeping t at a value which is exactly ten times conclusion can be drawn when C d or C ud areanal max max

larger than the minimal t for that given u-value. considered instead of C in Fig. 8.anal max
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2Fig. 7. (a) Variation of t with u (´50.1) under optimized t - (curve a), C /t - (curve b), C d /t - (curve c) and C ud /t -anal anal max anal max anal max anal

conditions (curve d). Curve (e) is obtained by maximizing C under the restriction of t (u )510t (u ). (b) Normalised representationmax anal anal,min

of the t -values given in (a).anal

Fig. 9 shows how k9 has to be varied with u in ´50.5, ´50.1 and ´50.001 nearly perfectly co-
9order to obtain the fully optimised curves presented incide. It can hence be concluded that the k -valuesopt

in Figs. 7 and 8. The fact that curves (b) and (c) only depend very weakly upon ´. Fig. 9 can hence be
coincide is again in agreement with the discussion used to directly read out the optimal k9-value (f 5

held in Section 5.2. As can be noted, all four f -case) for each given value of u and ´.opt

9optimisation criteria lead to extremely large k -opt

9values when u ,u , and to very small k -valuesopt opt

9(k ,1) when u 4u . It can also be noted that all 8. Conclusionsopt opt

9k -curves reach a limiting value from about u 5100opt

9to 500 on. Fig. 9 also shows that the k -curves for An analytical solution for Scott’s analysis timeopt
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Fig. 8. (a) Variation of C with u (´50.1) under optimised t - (curve a), C /t - (curve b), C d /t - (curve c) andmax anal max anal max anal
2C ud /t -conditions (curve d). Curve (e) is obtained by maximising C under the restriction of t (u )510t (u ). (b) Normalisedmax anal max anal anal,min

representation of the C -values given in (a).max

minimisation problem (d5d and f <1) can be when d4d . For the d5d -case, the equationsopt opt opt

9 9established (k 52.69). The mathematical analysis allow to directly calculate how k increases fromopt opt

9 9can also be extended to columns with a thick k 52.69 for f <1 to k .10 for f .0.1.opt opt

stationary phase film and/or with a non-optimal The mathematical analysis can also be extended to
diameter. The introduction of the dimensionless u- a number of relative performance criteria (C /t ,max anal

2number considerably simplifies the design rules C d /t , C ud /t ), in which the need formax anal max anal

because it groups the influence of d, a , R , D and concentrated, easily detectable peaks is balanceds s mol

DP into a single variable. For thin-film columns against the requirement of a short analysis time. Asmax

9for example, the established equations show that k these criteria give rise to directly usable (cf. Table 1)opt

9 9shifts from k 52.69 for d5d when k 50.91 and ‘reasonable’ (cf. Figs. 7 and 8) design rules, theyopt opt opt
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29Fig. 9. k versus u under fully optimised t - (curve a), C /t - (curve b), C d /t - (curve c) and C ud /t -conditions (curve d).opt anal max anal max anal max anal

are excellently suited to be used as easy identifiable the concentration detectability in OT-LC columns
landmarks in the complex (R , C , t )-space. can be strongly increased by designing columns ins max anal

Considering for example the f-domain curves in which the C -term makes up 33 to 50% of the totals

Fig. 2, knowing whether a given system is situated C-term, thereby confirming and extending a previous
on the left, resp. right hand side of the optimum numerical analysis presented by Tock et al. [13]. The
learns whether an increase of the film thickness leads problem of the small column diameters and the
to an increase of the analysis time which is smaller, correspondingly small mass loadability however
resp. larger than the corresponding increase in C . remains, and is clearly inherent to the nature ofmax

Similar design information can be obtained in the k9- OT-LC. This is for example reflected by the fact that
2and the d-domain. Combining these pieces of in- the optimal column diameter for the C ud /t -max anal

formation with the true economic value of C and optimisation is only three times larger than themax

t then allows to estimate whether there is room to optimal diameter for the pure t -minimisation (seeanal anal

substantially improve a given OT-LC system or not, Fig. 6a). This observation once more provides an
and how this should best occur. Another insight additional argument for the need for novel, more
provided by the t -based relative performance sensitive detection methods in OT–LC.anal

criteria is that, for a column with for example u 5

100, a tripling of the analysis time might lead to a
20-fold increase of the peak concentration (cf. Figs.
7 and 8). This might appear attractive, but it also 9. Symbols
points at the weakness of OT-LC, because it also
implies that any attempt to increase the detectability A non-optimisable part of C -expression,max

3by more than a factor of 20 begins to cost more and see Eq. (10), [mol /m ]
more in terms of the analysis time. Again, what this C mass transfer contribution to HETP, see
‘cost’ means in real economical terms, and what Eq. (2), [s]
additional cost beyond this optimal point can be C9 dimensionless mass transfer contribution
afforded, is to be decided for each application to HETP, see Eq. (5), [ / ]
individually. C peak concentration of given componentmax

3The present analysis also clearly demonstrated that in chromatogram, [mol /m ]
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d column diameter, [m] Appendix
*d optimal column diameter under optimalopt

k9-conditions, see Eq. (23), [m] When considering a given 3rd order equation,
2D molecular diffusion coefficient, [m /s]

2 3a 1 a x 1 a x 1 x 5 0, (A.1)0 a 2F dimensionless number, proportional to
the stationary phase mass transfer resist- its real roots can be obtained according to the
ance, see Eq. (18) following procedure [25]. First, the variables p and q

HETP height of equivalent theoretical plate, have to be calculated according to:
[m]

1 2k9 retention factor, [ / ] ]p 5 ? (3a 2 a ) (A.2)1 29K distribution coefficient, [ / ]
m phase volume ratio, [ / ] 1 2]q 5 ? (27a 2 9a a 1 2a ) (A.3)0 1 2 2m reduced load, m 52 [13] 5430 30

MW molecular weight of sample component,
Calculating R according to:

MW5200 g/mol [13]
3 2N theoretical plate number, [ / ] R 5 p 1 q , (A.4)

R discriminant, see Eq. (A.4)
the sign of R determines the nature of the roots ofR resolution factor, [ / ]s Eq. (A.1). When R.0, Eq. (A.1) has one real roott analysis time, [s]anal given by:u mean mobile phase velocity, [m/s]

2 a ]]] ]]]9u optimal mobile phase velocity for ] ]2 3 3opt Œ Œ]]x 5 1 2 q 1 R 1 2 q 2 R (A.5)œ œ1C .d /t , see Eq. (42), [m/s] 3max anal

Z dimensionless parameter expressing the When R#0, Eq. (A.1) has three real roots. When
radial stationary phase diffusion, see Eq. R50, at least two of them coincide. When R#0 the
(5). roots of Eq. (A.1) can best be calculated according

to:
Greek symbols 2 a v 1 2np2 ]]] ]]]S Dx 5 72. 2 p.cos (with na separation factor, [ / ] œns 2 3
d stationary film thickness, [m]

5 0, 1, or 2) (A.6)
DP pressure drop, [bar]
´ D /D -ratio, [ / ] with:s m

f phase thickness ratio (f 5d /d), [ / ] ]]2qG optimizable goal function, see Eqs. (9b), ]]v 5 Arc cos (A.7)S D3
2 p(27), (38) and (46), [ / ] œ

m dynamic viscosity, [kg /(m.s)] In Eq. (A.6), the upper sign applies when q.0, the
u dimensionless number relating the col- lower if q,0.

umn diameter to DP, see Eq. (6b), [ / ]
3

r stationary phase density, r 510 kg/sf sf
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